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Problem 1. letA:=|0 1 1 ) on R. Determine its

2 00

(1) Characteristic polynomial f

(2) Minimal polynomial p

(3) Jordan form |

(4) Let T be a linear operator on IR® such that A is the matrix associated to T in the standard

basis {81,82,63}. Show that T has a cyclic vector.

1 0 O
Problem 2. IetA:=| 0 1 0 |onR. Determine its
1 -1 2

(1) Invariant factors py,...,pr
(2) Rational form R
(3) Let T be a linear operator on IR? such that A is the matrix associated to T in the standard

basis {61,62,63}. Find an explicit cyclic decomposition of R3 under T; namely, find o, p € R3
and their respective T-annihilators such that R3 = Z(a,T) ©ZP,T).

Problem 3. (1) Let V be the R-vector space of polynomials of degree < 3, endowed with the

1
inner product (f | g) = f f(t)g(t)dt. Let W be the subspace spanned by the monomial x?
-1

(i.e., W = Rx?) and E the orthogonal projection of V on W. Let f =a+bx+cx*>+dx> € V.
Find E(f).

(2) Let V be the R-vector space of real-valued continuous functions on the interval [-1,1],

1
endowed with the inner product (f | §) = f f(t)g(t)dt. Find the orthogonal complement
-1

of the subspace of even functions.
1



Problem 4. Let V be a finite-dimensional vector space over R and let L; and L, be two nonzero
linear functionals on V. Consider the bilinear form on V given by

fla,p) = Lia Ly
(1) Show that rank(f) =1.

Next, let V =R3 and let

Li: V. — R Ly: — R

IR

(2) Find the matrix of f in the standard ordered basis S := {61,62,63}.

N R

(3) LetB:= {al,az,ag} be an ordered basis for V such that the transition matrix from B to S is

0 0 -1
P=|0 1 O
1 -1 1

Find the matrix of f in B

(4) Is f non-degenerate ? (Justify)

Problem 5. Let V be a finite-dimensional vector space over a field F and T a linear operator on
V. Letp= pglpgz . .pI:k be the minimal polynomial of T, where r; > 1 for each i and py,p2,...,pi are

Ti
i

distinct monic irreducible polynomials in F[x]. For eachi=1,...,k, set W; := Nullspace (p (T)).

(1) Announce the Primary Decomposition Theorem.
(2) For each i, prove there exists o; € W; such that the T-annihilator of «; is equal to p:i.

(3) Use (2) to prove there exists a € V such that the T-annihilator of « is equal to p.




King Fahd University of Petroleum and Minerals
College of Computing and Mathematics
Department of Mathematics

Written Comprehensive Exam (Term 212)

Linear Algebra (Duration = 3 hours)
KEY

Problem 1. [10]

0 0 2
011
2 00

LetA := on R. Determine its

(1) Characteristic polynomial f
(2) Minimal polynomial p
(3) Jordan form |

(4) Let T be a linear operator on IR® such that A is the matrix associated to T in the standard
basis {81,62,63}. Show that T has a cyclic vector.

(1) oo f = det(x[-A)=(x—-1)(x—2)(x+2) (A is diagonalizable)

(2) e p=f (since f and p share the same roots)

10 0
(3) o0 | = [ 02 0 ] (since A is diagonalizable)
00 -2

(There are six versions for | depending on the order of the characteristic values 1, 2, -2)

0 2 4
(4).632 0 ; Tes =2e1+ep = 1 ;T2€3:4€1+€2= 1
1 0 0

.o e3, Tes, T?e; Linearly Independent
Lo R¥= Z(€3, T)/

. ®e ¢z isa cyclic vector.



Problem 2. [10]

1 0 O
LetA:=]0 1 O |onIR. Determine its
1 -1 2

(1) Invariant factors py,...,pr

(2) Rational form R

(3) Let T be a linear operator on IR® such that A is the matrix associated to T in the standard
basis {61,62,63}. Find an explicit cyclic decomposition of R3 under T; namely, find o, f € R3
and their respective T-annihilators such that R3 = Z(a, T) ® Z(8, T).

0 x-1 0
0 0 1

1) x[-A ~

x-Dx=-2) 0 O]

oo o0 pi=p =(x—1)(x—2)=x2—3X+2 ;o p2=x-1

0 -210
2)ee R=| 1 3|0

0 0|1

(3) We have a cyclic decomposition $

<. o R3=Z(e, T)®Z(er +e3,T)
® 0 P =Pl Peyrey = P2

Indeed, first, recall that for any vector a, its T-annihilator p, | p = (x —1)(x —2).
.Tey=e1+e3 = P, =p1 = {el,Tel} basis for Z(e1,T)
B=ete: Tp=p=p,=pp= {ﬁ} basis for Z(g, T)
1 1 0
e = [8J ; Tep = ((1)] ;B= [}] Linearly Independent

R3 = Z(ep, T)® Z(e1 —e3,T)
Another cyclic decomposition
p(’z = pl ; pel—<’3 = pz



Problem 3. [10]

(1) Let V be the R-vector space of polynomials of degree < 3, endowed with the inner product

1
(flg) = f f(t)g(t)dt. Let W be the subspace spanned by the monomial x% (i.e., W=Rx?)
-1
and E the orthogonal projection of V on W. Let f =a+bx +cx? +dx® € V. Find E(f).

(2) Let V be the R-vector space of real-valued continuous functions on the interval [-1,1],

1
endowed with the inner product (f | g) = f f(t)g(t)dt. Find the orthogonal complement
-1

of the subspace of even functions.

(1) Recall that if {al,...,ak} is an orthogonal basis for W, then for any a € V, the orthogonal
projection (best approximation) of a on W is given by

E_imm»,
a= Q;

2
=l

In our case, W = Rx? so that, for any f =a+bx+ cx? +dx® € V, we have:

2
EGL
2]
. (f|x2)=f1f(t)t2dt:f1 (at2+bt3+ct4+dt5)dt:llat3+1bt4+1ct5+ldt6]1 :(ga+%c)
’ » » 37 T4 "5 T |4 \37 s

e Hx2“2 =% |x?) = %

. ® Ef:(ga+c)x2

(2) Let W, and W, denote, respectively, the subspaces of V of even and odd functions.

.ee W, CW;: LetfeW,. Then, forany g € W, , we have
3



1
(fl9) f g

1
- f gt (f)=-f(-b)

-1
- f1 fag(-u)(—du) — (u=-t)

1
- | gt (gt = g)

~(f1g)

Hence (f | g) =0. That s, f € W;-.

W.NW,=0: Obvious

. o0 V:WE@WO:< € We e W,

W=W,+W,:V¥ feV, f(x)= %(f(x)+f(—x)) + %(f(x)—f(—x))

. ® W():Wé_:
V=W, ®eW,

WinW, =0



Problem 4. [10]

Let V be a finite-dimensional vector space over R and let L; and L, be two nonzero linear functionals
on V. Consider the bilinear form on V given by

fla,p) = Lia Ly
(1) Show that rank(f) =1.

Next, let V =R3 and let

L1: 1% — R Lz: — R
x .
[y] = XxX—y ! [ ] > X—z
z

(2) Find the matrix of f in the standard ordered basis S := {61,62,63}.

N R

(3) LetB:= {al,az,ag} be an ordered basis for V such that the transition matrix from B to S is

0 0 -1
P={0 1 0

1 -1 1

Find the matrix of f in B
(4) Is f non-degenerate ? (Justify)
Li: V. — V¥
(1) . Let La: V. — F
a e
p = flap)

Lra=0 < f(a,p)=0,VYp
— Lialp=0,VYp

& Lia=0 (sincel; #0)
ee .. sothat nullity(Ls) = nullity(L).

. Then



e rank(f)

rank(Ly)
° = dim(V) —nullity(Ly)

= dim(V)—nullity(L,)

= rank(Lq)
° = 1 (since L, is a linear functional)
(2)
o« |f]s = f(eie))
L1€1=1 | L2€1:1
since Liep==1 | Lyer =0
1 0 -1
L1€3=0 | L2€3=—1
° = |-1 0 1
0 0 O
(3)
_ pt
* Uy = Ple
0 0 1 1 0 -1)(0 0 -1
=0 1 -1|{-1 0 1 (|0 1 O
-1 0 1 0O 0 0)U1 -1 1
0 0 O
° =1 -1 2
1 -1 2

(4) Answer : NO.

e f is degenerate (or singular) since its matrix is singular (equivalently, since Ly is singular. e.g.,
Lres =0 though ez # O).



Problem 5. [10]

Let V be a finite-dimensional vector space over a field F and T a linear operator on V. Let
p=pipy...p be the minimal polynomial of T, where r; > 1 for each i and py,pa, ..., py are distinct

monic irreducible polynomials in F[x]. For eachi=1,...,k, set W; := Nullspace (p:i(T)).

(1) Announce the Primary Decomposition Theorem.
(2) For each i, prove there exists a; € W; such that the T-annihilator of «; is equal to p?.

(3) Use (2) to prove there exists a € V such that the T-annihilator of « is equal to p.

(1) Under the above notation, the Primary Decomposition Theorem asserts that

k
(a) o0 V= @W{
i=1

(b) e W;isinvariantunder T,V i=1,...,k
(c) e Min.Poly.(Tw,) =p;,¥Vi=1,....k

Throughout, we shall denote by p, the T-annihilator of a.

(2)e o o

b . .
Min. Poly.(Tw,) "= pii = VaeW, pi(Ta=0

= da;eW; s.t. pf_l(T)ai #0 (Minimality)

= p, |pi but p, fpiT

= p, =P

1

(since p; is monic irreducible)



(3)e o o

k
Let a:= Z a; , the a;’s from (2) .
i=1

k
pMa=0 = Y p(Da;i =0
i=1 ~———
€ Wi by (b)

= p,(T)a;=0, foreachi, by (a)

by @ .
L pi' =p, |p,, foreachi

= p=p-ptin,

— pP=p, since alwayS P. | p




