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Name: ID number:

Problem 1. Let Ty, T5, and T3 be linear operators on R3 represented in the standard basis
{61,62,63}, respectively, by the following matrices
11 0 0 01 1 0 O
Ay=0 2 3 ; A=10 0 0] ; A3:=|0 1 O
0 0 -1 010 1 -1 2

For each T;, find

(a) the characteristic polynomial,

(b) the characteristic values,

(c) the minimal polynomial.

(d) Determine if it is diagonalizable. If affirmative, find a basis B such that [T;], is diagonal.
(e) Find a cyclic decomposition of R3 under T;

Problem 2. Let M be a matrix with characteristic polynomial f = x*>(x —1)* and minimal poly-
nomial p = x?(x — 1)?. Find for M all possible rational forms and their respective Jordan forms

Problem 3. Let V = F™" be the vector space of 1 X n matrices over a field F and let B€ V.

(a) Show that the function fp defined on V by f,(A) = trace(B'A) is a linear functional.
(b) Show that every linear functional f on V is of the form f = f, for some Bin V.
(c) Show that the mapping ¢ : V— V*, A f, is an isomorphism.

Problem 4. Let V be a finite-dimensional vector space over a field F of characteristic 0 and let f
be a symmetric bilinear form on V. For each subspace W of V, let W+ be the subspace of all vectors
a in V such that f(«a,f) = 0 for every g in W. Show that

(a) fisnon-degenerate if and only if V+ =0

(b) rank(f) = dim(V) —dim(V+).

(c) dim(W+) > dim(V) — dim(W).

(d) V=W W+ if and only if the restriction of f to W is non-degenerate.
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Problem 1. [30]

Let Ty, T2, and T3 be linear operators on R3 represented in the standard basis {el, e, 63}, respectively,

by the following matrices
11 0 001 1 0 0
A1:==10 2 3 | ; Ay:=]0 00| ; A3:=|0 1 0
010 1 -1 2

0 0 -1

For each T;, find

(a) the characteristic polynomial,

(b) the characteristic values,

(c) the minimal polynomial.

(d) Determine if it is diagonalizable. If affirmative, find a basis B such that [T;], is diagonal.
(e) Find a cyclic decomposition of R3 under T;

11 0
eA1:=[0 2 3 |[10 points]
00 -1

e (a) Charac.Poly.(A;) = det(x[-A1) =(x-1)(x-2)(x+1) = x3-2x2—x+2 (A;is triangular)
e (b) Characteristic values: ¢; =1,¢; =2, and ¢3 = —1
e (c) Min.Poly.(A1) = Charac.Poly.(A1) = (x—1)(x—2)(x+1) since they share the same roots

e (d) A, is diagonalizable since its minimal polynomial is a product of distinct linear factors

X
LetX=|y|eR3

Z
X 1
0C1:1 ; A1X:X ’ X=10]. LetX1: 0
0 0

—_



X 1
e (p=2 ; A1X=2X ,; X=|x| LetX;=]|1
0 0
X 1
e i3=-1 ; A1X=-X ; X=|-2x| LetX3=|-2
2x 2
1 0 O
LetB::{Xl,Xz,Xg}. Then, [Tl]B: 02 0|
00 -1

(e) o Since Min.Poly.(A;) = Charac.Poly.(A;), T1 has a cyclic vector.

0 0 3
® 3= [O] , Tes = ( 3 ] , T?e3 = [3] Linearly Independent (that is, e3 is a cyclic vector)
1 -1 1

o R®=Z(es,T);

0 01
0 0 O [[8points]
010

.AZ::

e (a) Charac.Poly.(A;) = det(xI—Aj) = x>
e (b) Characteristic value: ¢ =0

ee () Since A% # 0, Min. Poly.(Ay) = x3 by Cayley-Hamilton Theorem

e (d) Ay is NOT diagonalizable as Min.Poly.(A2) is NOT a product of distinct linear factors

(e) o Since Min.Poly.(A2) = Charac.Poly.(A3), T> has a cyclic vector.
e ¢y, Tep=e3,T?%er=Tez=e; Linearly Independent (that is, e; is a cyclic vector)

e R3=7Z(ep, T)

1 0 0
eA3:=[0 1 0 |[12points]
1 -1 2

e (a) Charac.Poly.(A3) = det(xI—A3) = (x—1)?(x—2) = x® —4x? + 5x -2

e (b) Characteristic values: c; =1,¢cp =2



ee (c) Since (Az —I)(Az—2I) =0, Min.Poly.(A3) = (x-1)(x-2) = x?—3x+2

e (d) Az is diagonalizable since the minimal polynomial is a product of distinct linear factors

X
LetX=|y|eR?
z
X 1 0
eci=1 ; A3X=X ; X=| yv | LetX;=|0 [and Xp =1
y—x -1 1
0 0
e r=2 ; A3X=2X ; X=|0| LetX3=]0
z 1

100
LetB::{Xl,Xg,Xg,}. Then, [Tl]B: 01 0].
00 2

(e) o The invariant factors are: p; = Min.Poly.(T3) =x>-3x+2 ; pp=x-1

... and recall that for any vector ¢, its T-annihilator p,_ | p;.

{el, Tel} basis for Z(e1, T) since Tey = e1 +e3 and so P, =P1

For f:=ep +e3, {ﬁ} basis for Z(p,T) since T = ff and so Py =Pp2

1 1 0
e] = [0] ; Tep = (O] ;B = [1] Linearly Independent

0 1 1

R®=Z(e1, T)®Z(er +e3,T) (or R>=Z(ep, T)®Z(e; —e3,T))




Problem 2. [30]

Let M be a matrix with characteristic polynomial f = x3(x — 1)* and minimal polynomial p =
x?(x —1)2. Find for M all possible rational forms and their respective Jordan forms

Case 1: [3 points]

e f =pip2 with pafpy
ep=p=x*(x—1)? = x*-2x3+x?

ey =x(x-1)* = ®-2x% +x

Rational Form : [4 points]

eeee R = 0 0 1 2 0 0 0

Jordan Form : [8 points]

C1 =0 Withdl =3,1’1 =2

Characteristic Values { =1 withdy=4,r,=2

0 A1 3 X3 matrix
J1= ( 0 A ) Where{ Ay 4Xx4 matrix

. 0 . ](1) 0 0 00
eee Forc; =02 ]()—( O)sincer1:2 ; ]§)=(O) ; Alz(l ]: 1 00
0 0O

e Forcp=1: ](2) (1 (1)) since rp =2



2

)

=] 52) since nullity(R; —I) = 2 as the characteristic space of 1 is generated by

0 0
0 0
-1 0
1( ; |0
0 0
0 -1
0 1
) 1000
[P0 1100
o @700 10
2
0011
o 0 0 0 0 0 0
1 0 0 0 0 0 O
o 0 0 0 0 0 O
e 7| = 0 0 0 1 0 O 0

Case 2: [3 points]

o f = p1p2ps with p3|p2lp1
p1 = ¥2(x—1)? = x*—2x3 +x2

2

x(x—=1) = x*—x

.pz

®p3 = x—1

Rational Form : [4 points]



eeee R = 0O 0 1 2 0 0 O

Jordan Form : [8 points]

c1=0 withd; =3,r1=2

Similarly, as above, Characteristic Values { =1 withdy=4,r=2

_[A1 O Ay 3 X3 matrix
J2= ( 0 Az)’ where { Ar 4 x4 matrix

0 ](1) 0 000
eee Forci =02 ](1) sincer; =2 ; (1) =0) ; A=|1 =1 0 0
1 0 0 ](1) 00 0

2

e Forcp =12 ](2) (1 (1)) since rp =2

éz) (2) = (1) since nullity(R, —I) = 3 as the characteristic space of 1 is generated by

0 0 0
0 0 0
0 0 -1
ol : lo| ; |1
0 0 0
1 0 0
0 1 0
P00 o
« A= 0 I 0 =ly o 1 g
00](2) 001 1



e 9>




Problem 3. [20]

Let V = F™" be the vector space of n X n matrices over a field F and let Be V.

(a) Show that the function f5 defined on V by f,(A) = trace(B'A) is a linear functional.
(b) Show that every linear functional f on V is of the form f = f, for some Bin V.
(c) Show that the mapping ¢p: V — V*, A f, is an isomorphism.

(a)
fy(A+cA’) =trace(BY(A+cA))
. = trace(B'A +cB!A’)
= trace(B'A) + c trace(B'A’), since trace is a linear functional
= f,(A)+c f,(A")

(b) Let E, = ( ejj ] denote the n X n matrix with e,; =1and e;j =0 Vi#r Vj #s.

oo (Er5>ns is a basis for V.

LetA=]. aij .| € V.
ee A = Zai]‘Ei]‘

Lj
Let fe V*.

oo f(A)= Z a;jf (Eij) (Property (3) of the dual basis - Section 3.5)
i

uTakeB::(: FE) :]sothatBt:[: F(E;) :)

oo f.(A) = trace(B'A) = Z Z f(Eij)aij:Zaijf(Eij):f(A)

1<j<n1<i<n i,j

(c) e ¢ is well-defined by (a)
ee () is onto by (b)



ee ¢ is a linear transformation since for any X € V:
(X) = tmce((A1 + cAz)tX) = trace(A X) +c trace(A5 X) = f 0+ £ (X)

fAl +CA2

ee ¢ is an isomorphism since dim(V) = dim(V*) (i.e., = n?)




Problem 4. [20]

Let V be a finite-dimensional vector space over a field F of characteristic 0 and let f be a symmetric
bilinear form on V. For each subspace W of V, let W+ be the subspace of all vectors a in V such
that f(a,p) =0 for every in W.

Show that

(a) [2] f is non-degenerate if and only if V+ =0

(b) [6] rank(f) = dim(V) —dim(V+).

(0) [6] dim(W) > dim(V) — dim(W).

(d) [6] V =W@WH if and only if the restriction of f to W is non-degenerate.

(@)
is non-degenerate <= VO0#aecV, e Vst f(a,p)#0
&

— V+=0

(b) Let n:= dim(V) and r := rank(f). We prove: dim(V+t) =n-r.

Method 1: Since f is symmetric, there is an ordered basis B = {al,...,ocn} s.t. [ f]B is diagonal
flaj,a))#0V1<i<r

Mutatis mutandis, we may assume { f(a;a;))=0Vr+1<i<n
flaj,a)=0Vi#]j

Claim: V* = <0¢r+1,...,ocn> (and we’re done)

(Z_D)Letie{r+1,...,n} and let,B:Zn:cjaj ev.

=1
n

flai,p) = Zc]- f(ai,aj) =0sothata; € v+
=1
n
(€) Leta=) cjaj eV andletie(l,...,r.

j=1
n

0= fla,a) = chf(aj/ai) =cif (i, ai)

=1

Hence ¢; =0 (as f(aj, ;) #0) and so a € <ar+1,...,an>
10



Method 2:
L f :V — V*
Consider the linear transformation a +— Lfa: V. — F
B~ Lraf)=f(ap)
We have dim(V) =rank(Ly)+nullity(Ls)
= rank(f) + nullity(Ly)
But Nullspace(Ly) = {a €V |Ls(a) = 0}
={aeV|flap=0vpev}
=y

Therefore, dim(V+) = nullity(L £) = dim(V) —rank(f).

(c) Let n := dim(V), m := dim(W), and {,31, ) ..,ﬁm} be a basis for W.

Vv — Fm

a (f(a,ﬁl),...,f(a,ﬁm))
pa)=0 < f(a,p)=0,Yi=1,....,m

Consider the linear transformation

— Ffa,p)=0,YpeW
= acWt

Hence Nullspace(¢) = W+ so that
dim(W*) = n—rank(p) > n—m

(d) First, we have
f|W is non-degenerate <= VYO0#acW dpcWs.t f(a,p)#0

= WNW+t=0

Claim: WNW+ =0= V = Wa& W+ (and we're done)
m = dim(W) and {ﬁl,...,ﬁm} be a basis for W

Let <
s = dim(W+) and {yl,...,ys} be a basis for W+
1



WNIWt=0 = {ﬁl,...,ﬁm,yl,...,ys} Lin. Indep.
— m+s<n
— m+s=nby(c)

— V=WoeWt

12



