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KING FAHD UNIVERSITY OF PETROLEUM & MINERALS, DHAHRAN, SAUDI ARABIA
DEPARTMENT OF MATHEMATICS

STAT 310: Regression Analysis

Term 211, First Major Exam
Saturday October 16, 2021, 07:00 PM

Name: ID #:
Question No | Full Marks Marks Obtained

1 07

2 10

3 08

(Bolrlms) 08

5 17

6 8

Total 50

Instructions:

1.

Formula sheet will be provided to you in exam. You are not allowed to bring, with you,
formula sheet or any other printed/written paper.

Mobiles are not allowed in exam. If you have your mobile with you, turn it off and put
it under your seat so that it is visible to proctor.

Show all the calculation steps. There are points for the steps so if your miss them, you
lose points.

Derive every result that you use in your solution, unless mentioned otherwise.

Anything bold in a question indicates that it is a vector or matrix.



STAT 310 Regression Analysis Page 2 of 6
Q1: (7 points) Consider a simple linear regression model y; = B, + f1x; + & wWhere B,, $; are unknown

parameters and x;’s are fixed. The OLS estimates of 8, and f8; are given as 3; = ;ﬂ Bo =7 — pi%
XX

2
where Syy = Y XY —ZXZYand Syx = X X% — X

n
Starting with 8, = ¥ — 3, %, mathematically derive the Var(g,).
Note: Youcanuse Y c =0, cx =1and Y ¢? = S— without deriving, where ¢ = S—x
XX XX

Now, for the sampling variance of these estimators:
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Q2: (4+3+3 = 10 points) For a multiple linear regression model y,,x1 = Xpxk+1)Bx+1)x1 T Enx1s
a) Derive the ordinary least square (OLS) estimates of B vector.
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b) Show that g is unbiased for 3.

L E(R) = P
FOERAL.
=0 e (xpre)
f(x/x)/( < ( x (g)
/

=(x "x )— ></;<> F
= T ﬁ v(e) = 6“’
E(%)Zﬁ vV (2€) = L Vo (&)

c) Also derive the variance-covariance matrix of .
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Q3: (8 points) Consider a simple linear regression model y; = B, + f1x; + € where B, $; are unknown

parameters and x;’s are fixed. The OLS estimates of 5, and f3; are given as:

By = ‘;L; Bo =y — 1% where the formulas of Sy, and Syy are provided in formula sheet.

Mathematically derive the E (8o, ).
Hint: The covariance between 2 variables X and Y is Cov(X,Y) = E(XY) — E(X)E(Y)

Note: You can use the unbiasedness of 3, and ; without deriving it (if needed anywhere.)
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Q4: (6 bonus points) Show that MSE is an unbiased estimator of a2 for a simple linear regression model.
Note: No partial credit for this question.

gow[ Iuck-
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Q5: Codei
Download the dataset from Blackboard and write down t)h(e code number in above blank.
(245+1+45+3+1 = 17 pointszn accountant for a Iargeﬁlepartment store would like to develop a model
to predict the amount of time it takes to process invoices. Data are collected from the past 26 working
days, and the number of invoices processed and completion time (in hours) are stored.
a) Estimate the covariance between the number of invoices and completion time. Interpret its
meaning (if any)

&V (X, Y) - 730 63 1
Thi /‘mtpa‘u o /wsc’f'f"t Lieer assocsadon Yo

No. ﬂ 1ot and  bme & prert

b) Fit the following two models to given dataset:

.y xy-2XXY R R
Model 1: Vi = ﬁO + ﬂlxi + €;, ,81 = ZXT(Z;)Z, ,BO =y- .81'7Z
n
_ A Y XY
Model 2: Yi = ﬁlxi + €;, 1= X2

Which model has smaller SSE? Explain why.
3-421 S.103
F—ofu}\J e Une T pass ‘Uwo-»-sf« (v}

o-(\‘aiv\ ("nc_fw@ .l’l/w w«a 'nt‘wa d’(
Yesauds.

c) For model 1, what percent of the variation in completion time is not explained by number of
invoices?

(3-3

d) For model 1, test the hypothesis that “the completion time increases by more than one hour
due to an increase of one unit in number of invoices, and vice versa” i.e. f; > 1.

E £ E >0
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e) For model 1, construct a 98% interval estimate for the average completion time of 3 invoices.

Interpret the interval.

0.18(7 0 .9048

We ave ‘?27. (,mf\‘o\uJ' Tl e aveege
dme vieceded b C"W\Pfak 2 \‘nvoicer Is
befuoen (o.|9|1' O.%‘f?)

f) Is prediction done in part e) interpolation or extrapolation? Justify your answer with a valid
reason.

Ex{‘fo?a\q}-{om, We av Fr’ubdvy sutside lbe
Gewvuu'rn 4 ovas (-Mc, 0(‘0'“

Q6: Code L

Download the dataset from Blackboard and write down the code number in above blank.

(5+3 = 8 points) The state of Texas in US is divided into 254 counties. A sample of 13 counties is
selected. For each county, the "Average January High Temperature”, the "Latitude”, the "Longitude”
and the “Elevation” are measured. Fit a multiple regression line for predicting the temperature based on
longitude, latitude and elevation of the county.

a) Fill in the following blanks:

p = Var — Cov(p) =
1ol /470.(23 -2.8% -626 008 ﬁ
-1-9& ~282 002 002} -7
- 0’131 —62‘ 0.023 0,08 =003
— 0-00j2 o-0|$ -—7;«:‘ —0-0%I3 3.’;'1;:1:7
— —

b) There is another county named Houston in Texas. The latitude, the longitude and the elevation
of Houston are 29.7604, 95.3698 and 49, respectively. Predict the average January High
Temperature of Houston and also construct an interval estimate using @ = 0.06.

SC.33
$3.2L $3.4)

[ Good. Iucgj



