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Exercise 1. Let X be a random variable with the following c.d.f

F (x) = tan(x)1(0,π8 ) + ((x− π
8 )

2 + 1
2)1[π8 ,

π
4 ) + 1[π4 ,+∞)

Figure 0.1: The plot of F

You can use without proof tan(π8 ) =
√
2− 1.

1. What is the type of X? X is mixed (continuous and discrete).

2. What is the support of X? (0, π4 ] or [0,
π
4 ]

3. Write down the point masses of X as well as their probabilities (in case of existence). Point
masses correspond to the jumps in the c.d.f. That is, they are π

8 ,
π
4 .

4. Find the law of X, dF (x).

dF (x) = sec2(x)1(0,π8 ) + 2(x− π

8 )1(π8 ,
π
4 ) + (12 − (

√
2− 1))︸ ︷︷ ︸

jump at π
8

δπ
8
+ (1− ((π4 − π

8 )
2 + 1

2))︸ ︷︷ ︸
jump at π

4

δπ
4
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5. Explain why the expectation of X, E(X) is well defined. It is because the continuous part
of support is bounded and the discrete part is finite.

6. Find the value of E(X).

E(X) =
∫ π

4

0
xdF (x) =

∫ π
4

0
x sec2(x)dx+

∫ π
4

π
8

x·2(x−π

8 )dx+(12−(
√
2−1))·π8+(1−((π4−

π
8 )

2+1
2))·

π

4

7. Find the quantile function q of F .

q(u) =



arctan(u) 0 < u < 1
2 − (

√
2− 1)

π
8

1
2 − (

√
2− 1) ≤ u < 1

2√
u− 1

2 +
π
8

1
2 ≤ u < 1− ((π4 − π

8 )
2 + 1

2)
π
4 1− ((π4 − π

8 )
2 + 1

2) ≤ u < 1

8. What is the distribution of q(U) where U is uniformly distributed on (0, 1)? The same
distribution as X.

Exercise 2. Let X, Y be two independent random variables geometrically distributed according
to some parameter p ∈ (0, 1). Let Z = min(X, Y ).

1. What is P ({X = n})? By definition P ({X = n}) = p(1− p)n−1.

2. Deduce P ({X ≥ n}).
Set q = 1− p. Then

3. Show that P ({Z ≥ n}) = q2n−2. By independence of X and Y we have P ({Z ≥ n}) =
P ({X ≥ n})P ({Y ≥ n}). Thus

4. Deduce the value of P ({Z = n}). It follows from {Z ≥ n} = {Z = n}⊎ {Z ≥ n+1}. Hence

5. Identify the law of Z. From the expression of P ({Z = n}), Z is geometrically distributed
with parameter 1− q2.

2



Exercise 3. Let V = (X, Y ) be a random vector uniformly distributed on the ∆, the depicted
planar triangle.

Figure 0.2: The vertices of the triangle ∆ are (0, 0), (1, 0), (0, 1).

1. What is the joint p.d.f of V , ρ(x, y)? ρ(x, y) = 1
area(∆)1∆(x, y) = 21∆(x, y).

2. Show that the marginal distribution of X is ρX(x) = 2(1− x)1(0,1). For x ∈ (0, 1) we have

ρX(x) =
∫

ρ(x, y)dy =
∫ 1−x

0
2dy = 2(1− x).

3. Find the expectation of X.

E(X) =
∫ 1

0
xρX(x)dx =

∫ 1

0
x · 2(1− x)dx = 1

3 .

4. Find the c.d.f of X.

FX(x) =


0 x ≤ 0∫ x
0 ρX(t)dt = 2x− x2 0 < x < 1
1 x ≥ 1

5. On the given figure, shadow the region R := [12 ,+∞)× [12 ,+∞).
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6. Deduce that P ({V ∈ R}) = 0. This is because R is outside the support of V , ∆.

7. Are the random components of V independent?
First method : If they are independent then

P ({V ∈ R}) = 0 = P ({X ∈ [12 ,+∞)})P ({Y ∈ [12 ,+∞)})

but none of P ({X ∈ [12 ,+∞)}) or P ({Y ∈ [12 ,+∞)}) is zero.
Second method : X and Y have the same distribution (by the symmetry of the triangle). So
if they are independent we must have

ρ(x, y) = 21∆(x, y) = 2(1− x)1{x∈(0,1)}2(1− y)1{y∈(0,1)}

which is not correct.
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