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King Fahd University of Petroleum & Minerals, Dhahran, Saudi Arabia 

Department of Mathematics 
 

STAT 502: Statistical Inference 
Term 212, Second Major Exam, Monday April 11, 2022, 08:30 PM 

 

Name: _______________________________ ID #: ___________________ 

 
Note: Prove every result that you use in your solution. 

 
Q1: Let 𝑋̅ and 𝑌̅ be the means of two independent random samples, each of size 𝑛, from the respective 
distributions 𝑁(𝜇1, 𝜎

2) and 𝑁(𝜇2, 𝜎
2), where the common variance is known. Find 𝑛 such that 

𝑃 (𝑋̅ − 𝑌̅ −
𝜎

5
< 𝜇1 − 𝜇2 < 𝑋̅ − 𝑌̅ −

𝜎

5
) = 0.9 
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Q2: Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 are identically and independently distributed with PDF  

𝑓(𝑥; 𝜃) =

{
 

 
1

𝜃
𝑒−

𝑥
𝜃 ,           0 < 𝑥 < ∞

0                     otherwise

 

 
Find the maximum likelihood estimator of 𝑃(𝑋 ≤ 2). 
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Q3: Suppose 𝑋1, 𝑋2, … , 𝑋𝑛 are identically and independently distributed with probability density 
function 𝑓(𝑥; 𝜇). Consider 𝜇̂1 = 𝑔1(𝑋1, 𝑋2, … , 𝑋𝑛) is a sufficient estimator of parameter of 𝜇 and 𝜇̂2 =
𝑔2(𝑋1, 𝑋2, … , 𝑋𝑛) is an unbiased estimator of 𝜇. Consider another estimator 𝜇̂3 = 𝐸(𝜇̂2 | 𝜇̂1) and show 
that 𝜇̂3 is unbiased for 𝜇 and is never less efficient than 𝜇̂2.  
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Q4: Suppose that a random variable 𝑋 follows a Binomial distribution with probability mass function 
𝑃(𝑋 = 𝑥) = 𝑘𝐶𝑥𝜃

𝑥(1 − 𝜃)𝑘−𝑥, 𝑥 = 0,1,2, … , 𝑘 
where 𝑘 and 𝜃 are the two unknown parameters. 
Using a sample of size 𝑛 from the above-mentioned distribution and derive the method of moments 
estimators for 𝑘 and 𝜃.  
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Q5: Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random sample from 𝑁(𝜇, 𝜎2) where 𝜎 is a known constant i.e.  

𝑓(𝑥; 𝜇) =
1

𝜎√2𝜋
𝑒−

1

2
(
𝑥−𝜇

𝜎
)
2

, −∞ < 𝑥 < ∞. 

 Also, suppose that the prior distribution of 𝜇 is 𝑁(𝜃, 𝜏2). Derive a Bayesian estimator for 𝜇.  
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Good Luck 


