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Q1. (2 x 25 = 50 pts.) Multiple choice questions.

(i) In a multiple linear regression model y = Xβ + ϵ, where X is the design matrix, β is the
coefficient vector, and ϵ is the error vector, the hat matrix H is defined as H = X(XTX)−1XT .
How do we differentiate between interpolation and extrapolation in this model?

(a) If max(hii) > h00, then it is extrapolation.

(b) If h00 = 0, then it is extrapolation.

(c) If the new data point has a small value of h00, then it is extrapolation.

(d) If max(hii) < h00, then it is extrapolation.

(e) If h00 for the new data point is significantly smaller than the other diagonal elements, it
is extrapolation.

Here, hii are the diagonal elements of H, h00 = xT
0 (X

TX)−1x0, where x0 is the new data point.

(ii) Fit a multiple linear regression model yi = β0 + β1X1i + β2X2i + β3X3i + β4X4i + β5X5i + ϵi,
we write down C = [ 0 1 0 −1 0 0

0 0 0 1 0 0 ] and d = [ 00 ]. What hypotheses are we testing?

(a) H0 : β1 = β3 against H1 : β1 ̸= β3

(b) H0 : β1 = β3 and β4 = 0 against H1 : At least one constraint in H0 is not true

(c) H0 : β1 − β3 = −1 against H1 : β1 − β3 ̸= −1

(d) H0 : β1 + β3 = 0 against H1 : β1 + β3 ̸= 0

(e) H0 : β1 = β3 = 0 against H1 : At least one βj ̸= 0 for j = 1, 3

(iii) For testing the significance of a predictor X in simple linear regression, we can define the

Z-test based on Z = β̂1√
σ2

SXX

. Why is this test impractical for regression analysis?

(a) σ2 is never known.

(b) SXX is never known.

(c) β̂1 is never known.

(d) The normal distribution does not have a PDF.

(e) The variance of the normal distribution is undefined.
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(iv) Which one of the following is not true for regression analysis?

(a) SSE ≤ 0

(b) SSR ≥ 0

(c) SSR ≤ SST

(d) SSE ≤ SST

(e) SST ≥ 0

(v) If the correlation coefficient between the two variables X and y is 0.93, what does that
mean?

(a) X is causing the change in y.

(b) y is causing the change in X.

(c) When X increases, y decreases, and vice versa.

(d) X and y both are causing the change in each other.

(e) When X decreases, y also decreases, and vice versa.

(vi)Which of the following statements is true regarding the formal test for lack-of-fit in regression
analysis?

(a) It requires replication of the response variable at least at one level of the predictor variable.

(b) It is used to test if the linear model is a good fit without considering the assumptions of
normality and independence.

(c) It tests for the adequacy of a non-linear regression model.

(d) It can be used without needing any assumptions about the variance of the residuals.

(e) It is not possible to compute if the regression model is linear.

(vii) In multiple linear regression, multicollinearity refers to:

(a) A situation where the predictor variables are highly correlated with each other.

(b) A case where the response variable is correlated with multiple predictor variables.

(c) The violation of the linearity assumption in the regression model.

(d) The condition where residuals are heteroscedastic.

(e) The presence of outliers in the dataset.
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(viii) In a multiple linear regression model y = Xβ + ϵ, where X is the design matrix, β is the
coefficient vector, and ϵ is the error vector, the hat matrix H is defined as H = X(XTX)−1XT .
What is the expected value value of ϵTHϵ i.e. E[ϵTHϵ]?

(a) 0

(b) σ2 · n

(c) σ2 · tr(H)

(d) σ2 · tr(XTX)

(e) σ2 · (n− k − 1)

(ix) For a simple linear regression model, let ki =
xi−x̄
Sxx

, where xi are the data points, x̄ is the
mean of the xi’s, and Sxx is the sum of squared deviations of the xi’s from their mean, i.e.,
Sxx =

∑n
i=1(xi − x̄)2. Which of the following is the value of

∑n
i=1 kixi?

(a) x̄

(b) 1

(c) nx̄

(d)
∑n

i=1 xi

(e) 0

(x) Which of the following statements is true for the least squares method in linear regression?

(a) It maximizes the correlation between the response and predictor variables.

(b) It minimizes the sum of squared residuals between the observed and predicted values.

(c) It minimizes the sum of the squares of the response variable.

(d) It uses the variance of the residuals to determine the best-fitting line.

(e) It maximizes the goodness of fit by adjusting the slope.

(xi) In a regression analysis, how is autocorrelation in the residuals typically detected?

(a) Using the Durbin-Watson test.

(b) By calculating the Variance Inflation Factor.

(c) By inspecting the residual vs. fitted plot.

(d) By comparing the adjusted R² values across different models.

(e) Using a Shapiro-Wilk test on the residuals.
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(xii) In a multiple linear regression, the adjusted R² is preferred over the regular R² because:

(a) It always increases when a new predictor is added to the model.

(b) It adjusts for the number of predictors in the model and sample size.

(c) It is unaffected by the number of predictors in the model.

(d) It measures only prediction accuracy of the model.

(e) It is directly interpretable in terms of model fit.

(xiii) What does the term “studentized residual,” denoted by ri, specifically address when
compared to “standardized residuals,” denoted by di?

(a) It divides the residual by the exact standard deviation of the residual, improving the
scaling.

(b) It uses the residuals from a model fitted using a subset of predictors.

(c) It normalizes the residuals to have a mean of 1 and variance of 0.

(d) It is calculated by multiplying the residuals by their standard errors.

(e) It incorporates the correlation between errors in the dataset.

(xiv) In the context of a multiple linear regression model y = Xβ + ϵ, where:

• y is the vector of observed responses,

• X is the matrix of predictors (design matrix),

• β is the vector of regression coefficients, and

• ϵ is the vector of errors,

the derivative of the expression βTXTXβ with respect to β is:

(a) XTXβ

(b) 2XTX

(c) XTβ

(d) 2β

(e) 2XTXβ
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(xv) Suppose we use a least squares linear regression model on a set of data points (x, y). We
find the coefficient of correlation is -0.7, the regression line is given by y = −51x + 32, and the
Q-Q plot of residuals is given as:

Which one of the following is true for this model?

(a) The model is good because the correlation is negative.

(b) The model is good because the slope coefficient is positive.

(c) The model is not good because the slope coefficient is negative.

(d) The model is not good because the Q-Q plot shows that the residuals are not normally
distributed.

(e) The model is good because the Q-Q plot shows that the residuals are normally distributed.

(xvi) Which of the following statements is true regarding the assumption of normality in the
residuals of a regression model?

(a) Normality of residuals is only needed for model estimation, not inference.

(b) Normality of residuals is required to ensure that the residuals are independent.

(c) Normality of residuals is important for making valid inferences about the model param-
eters.

(d) Violating normality assumptions will cause multicollinearity in the model.

(e) Non-normal residuals can be easily corrected by increasing the sample size.
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(xvii) In a linear regression model, we performed a Breusch-Pagan test and found the test
statistic BP = 3.94 with the p-value = 0.027. What do we conclude from this output?

(a) None of the predictors is significant.

(b) The equal variance assumption has not failed.

(c) The linearity assumption has not failed.

(d) The normality assumption has not failed.

(e) The equal variance assumption has failed.

(xviii) What does heteroscedasticity in a regression model mean?

(a) The variance of the residuals is not constant across the range of predictor(s).

(b) The residuals are correlated with one another.

(c) The residuals are normally distributed with a mean of zero.

(d) The regression model includes non-linear terms.

(e) The errors are autocorrelated.

(xix) In the context of partial regression plots, what does a curvilinear pattern in the plot
indicate?

(a) The predictor variable should be treated as response.

(b) There is a high multicollinearity between the predictor and other variables in the model.

(c) The response variable has non-constant variance.

(d) The model is overfitted and may need to be simplified.

(e) The relationship between the response and the predictor may not be linear.

(xx) Which of the following is the primary purpose of a QQ-plot of residuals?

(a) To check if the residuals follow a normal distribution.

(b) To assess if the residuals have constant variance across all levels of the predictors.

(c) To determine the presence of outliers in the dataset.

(d) To identify if there are any influential points that could affect the regression model.

(e) To assess the goodness of fit for the regression model.
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(xxi) In a multiple linear regression model, the matrix XTX, where X is the design matrix, is
equal to:

(a) 
n 0 0 . . . 0
0

∑
X2

1i 0 . . . 0
0 0

∑
X2

2i . . . 0
...

...
...

. . .
...

0 0 0 . . .
∑

X2
ki


(b) X1i X2i . . . Xki

X1i X2i . . . Xki
...

...
. . .

...
X1i X2i . . . Xki


(c) 

n
∑

X1i

∑
X2i . . .

∑
Xki

1
∑

X2
1i

∑
X1iX2i . . .

∑
X1iXki

1
∑

X1iX2i

∑
X2

2i . . .
∑

X2iXki
...

...
...

. . .
...

1
∑

X1iXki

∑
X2iXki . . .

∑
X2

ki


(d) 

n
∑

X1i

∑
X2i . . .

∑
Xki∑

X1i

∑
X2

1i

∑
X1iX2i . . .

∑
X1iXki∑

X2i

∑
X1iX2i

∑
X2

2i . . .
∑

X2iXki
...

...
...

. . .
...∑

Xki

∑
X1iXki

∑
X2iXki . . .

∑
X2

ki


(e) 

n 1 1 . . . 1∑
X1i

∑
X2

1i

∑
X1iX2i . . .

∑
X1iXki∑

X2i

∑
X1iX2i

∑
X2

2i . . .
∑

X2iXki
...

...
...

. . .
...∑

Xki

∑
X1iXki

∑
X2iXki . . .

∑
X2

ki



(xxii) In a linear regression model, the coefficient of determination indicates which of the fol-
lowing?

(a) The proportion of the variance in the response variable that is explained by the predic-
tor(s).

(b) The mean squared error of the residuals.

(c) The correlation between the response and predictor variables.

(d) The significance of revised model.

(e) The exact change in the response variable for each unit change in the predictor variable(s).
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(xxiii) What is the primary purpose of using the F-test in multiple linear regression?

(a) To determine if individual predictors are linearly related.

(b) To check for normality of the residuals.

(c) To detect multicollinearity between the predictor variables.

(d) To assess the overall significance of the regression model.

(e) To construct a prediction interval.

(xxiv) In the context of linear regression, the residuals represent:

(a) The variance explained by the predictor variable(s).

(b) The proportion of variance in the response variable explained by the model.

(c) The slope of the regression line.

(d) The difference between the observed and predicted values of the response variable.

(e) The correlation between the response and predictor variables.

(xxv) Which of the following techniques can be used to detect multicollinearity in multiple
regression models?

(a) Anderson-Darling test

(b) Durbin-Watson test

(c) Variance Inflation Factor

(d) R-squared

(e) F-statistic
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Q2. This dataset contains financial and operational metrics for 32 mid-sized manufacturing
companies. Each row represents a single company, and the variables are described as follows:

• y (Revenue): Annual revenue of each company in millions of dollars.

• x1 (Operational Expenses): Total annual operational expenses in millions of dollars.

• x2 (Production Output): The annual production output, measured in thousands of units.

• x3 (Advertising and Marketing Spend): Annual budget allocated to advertising and mar-
keting, in millions of dollars.

• x4 (Market Penetration Index): A composite index representing market penetration of the
company.

The R outputs for some fitted regression models are provided below:

(2 pts.) Based on model 1, interpret the estimated coefficient for x2. Based on the estimated
coefficient for x2, can we comment on the relationship between production output (x2) and
revenue (y)?
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(3 pts.) In model 2, we are testing the significance of the predictor x3, in the presence of other
predictors. Complete the following statements:

• H0:

• H1:

• p-value of the test:

• Decision:

• Conclusion:

(3 pts.) Considering the residuals in model 1, evaluate whether the residuals meet the normality
assumption. Use the provided output to fill in the blanks below:

• H0:

• H1:

• p-value of the test:

• Decision:

• Conclusion:

(2 pts.) In model 1, the predictor x2 (Production Output) was statistically significant, but
in model 2 it became insignificant. What could be the possible reasons for this change in
significance?
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(2 pts.) Compare the residual standard errors of model 1 and model 2. What does this compar-
ison suggest about the fit of the models?

• Residuals Standard Error of model 1: ,

• Residuals Standard Error of model 2: ,

• Comment:

(3 pts.) Based on the F-statistic and p-value in model 2, evaluate the overall significance of this
model. Complete the following:

• H0:

• H1:

• p-value of the test:

• Decision:

• Conclusion:

(2 pts.) In the presence of x2, do x1, x3, and x4 contribute significantly to model 2? Specifically,
test H0 : β1 = β3 = β4 = 0 against H1: At least one βj ̸= 0 for j = 1, 3, 4.

• p-value of the test:

• Decision:

• Conclusion:
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(3 pts.) To assess the assumption of homoscedasticity (equal variance) in model 1, complete the
following statements:

• H0:

• H1:

• p-value of the test:

• Decision:

• Conclusion:

(1 pt.) What percentage of the variation in revenue is explained by the four predictors in model
2?

(3 pts.) For model 1, check the assumption of no autocorrelation (independence) in the residuals.
Fill in the blanks below to complete the hypothesis testing framework:

• H0:

• H1:

• p-value of the test:

• Decision:

• Conclusion:
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Name: ID #: Version:

Q3. (3+5+3+1+3+4+5+2 = 26 pts.) The dataset includes information on n homes in the
Eastern Region of Saudi Arabia, focused on predicting housing prices. This region encompasses
both urban and suburban areas, including major cities like Dammam, Al Khobar, and Dhahran.
Each observation represents one home, with key characteristics that influence the final sale price.

• price: The sale price of the home in Saudi Riyals (SAR).

• area: The size of the house lot in square meters, ranging from smaller urban plots to larger
suburban or rural properties.

• age: The age of the house in years, values range from 0 (recently constructed) to about
100 years.

• rooms: The total number of rooms in the house, excluding bathrooms.

• garage: The size of the garage in square meters, with values from 0 (no garage) up to 50
square meters for larger garages.

• proximity: The distance to the nearest city center (Dammam, Al Khobar, or Dhahran)
in kilometers, with values ranging from 0.5 to 50 km.

Fit a multiple linear regression model expressed as:

y = β0 + β1X1 + β2X2 + β3X3 + β4X4 + β5X5 + ϵ

(i) Using the fitted regression model, calculate a 90% confidence interval for average housing
prices of homes with area of 900 square meters, age of 10 years, 2 rooms, garage size of 20 square
meters, and proximity of 43 kilometers to the nearest city center.
The 90% confidence interval is:

[ , ]

(ii) Assess whether the estimation of average housing price done in (i) represents interpolation
or extrapolation. Provide a detailed explanation to support your answer before giving the final
conclusion.

The prediction is an example of .

Detailed Explanation and Results:
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(iii) Construct a 90% confidence interval for the coefficient of proximity, representing the
average change in housing price for a one kilometer increase in the proximity while holding other
predictors constant.

The 90% confidence interval for the coefficient of proximity is:

[ , ]

(iv) Calculate the adjusted R-squared value for the fitted model.

The adjusted R-squared value is:

(v) Perform a diagnostic test to check for multicollinearity among predictors in the fitted model.
What are the results?

Multicollinearity test results:

Implication:

(vi) Evaluate the assumption of no autocorrelation (first order) for the fitted model using
Breusch-Pagan test. Based on the test, discuss whether autocorrelation in residuals appears
to be an issue or not.

H0:

H1:

p-value:

Decision:

Conclusion:
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(vii) Test whether the average change in house price due to one additional room, while holding
other predictors constant, is equal to 1,000 SAR against the alternative that it is not equal to
1,000 SAR.

H0: β3 = 1000 against H1: β3 ̸= 1000

Test name:

p-value:

Decision:

Conclusion:

(viii) Construct a 99% confidence interval for the correlation between price and proximity.

The 99% confidence interval is:

[ , ]


